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1. INTRODUCTION AND DESCRIPTION 
DZstats is designed to provide rapid, easily implemented statistical assessment of the similarity 
of multiple large detrital geochronological or thermochronological data sets.  It is organized into 
three modules; “Two Sample Compare”, “Intersample Compare”, and “Subsample Compare” 
which are accessed from the DZstats main screen (Fig. 1). 
 
1.1. Selection of PDPs, KDEs, or LA-KDEs 
 Prior to selecting the module in which to compare geochronological data sets, the user 
must select whether probability density plots (PDPs), adaptive kernel density estimates (KDEs), 
or locally adaptive kernel density estimates (LA-KDs) will be used in the comparison metric.  
The selection is made on the DZstats main page (Fig. 1).  The algorithms used in calculating 
PDPs, KDEs, and LA-KDEs are presented in section 1.3 below.   
 

PDPs: Probability density plots are calculated using an algorithm developed for this 
software package and incorporate grain age uncertainties from the data input files.  
The PDP option can also be used to implement a uniform bandwidth KDE (e.g., 
Vermeesch and Garzanti, 2015) by replacing the grain age uncertainties by the 
desired bandwidth (in Myr) in the input data files.  

KDEs: Adaptive kernel density estimates are calculated using the algorithm of Botev et 
al. (2010) which optimizes the bandwidth and applies that bandwidth over the 
entire sample space.  

LA-KDEs: Locally adaptive kernel density estimates are calculated using the 
algorithm of Shimazaki and Shinomoto (2010 which calculates a variable 
bandwith which is inversely proportional to the local data density. 

 
1.2. Module overview 

1.1.1. Two Sample Compare  
The Two Sample Compare module provides rapid assessment of the similarity of two 
samples.  This module is not intended as the primary analysis tool in DZstats but rather is 
provided for convenience and troubleshooting applications.   

1.1.2. Intersample Compare  
The Intersample Compare module is designed to provide rapid comparison of similarity of 
multiple samples.  The module calculates the statistical measures of similarity once for each 
sample pair using all analyses from each sample.  It can handle large numbers of analyses (n 
> 1 x 106), multiple data sets, and data sets of different sizes.  It also calculates and exports 
the probability density functions (PDFs) based on finite mixture distribution (probability 
density plots, PDPs), kernel density estimates (KDEs), or locally adaptive kernel density 
estimates (LA-KDEs) for external plotting and analysis. 

1.1.3. Subsample Compare  
The Subsample Compare module randomly selects n analyses from each of the data sets in 
the import data file, where n is the user-specified number of analyses.  It calculates all of the 
statistical measures of similarity for each sample pair.  It then repeats this process t times, 
where t is the user-specified number of trials.  This provides t estimates of the similarity 
between each sample pair, from which the module calculates and outputs the mean and 
standard deviation for each statistical test for each sample pair, subsampled n times.   
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Because n subsamples are drawn from all data sets, n cannot be greater than the number of 
analyses in the smallest data set.  

  
Figure 1.1. The main menu of 
DZstats facilitates selection of 
the method of probability density 
function computation by 
selecting the radio buttons for 
“Probability Density Plot”, 
“Kernel Density Estimate”, or 
“Locally Adaptive Kernel 
Density Estimate” on the top left 
of the screen.  The user can then 
access the desired module by 
selecting the associated button on 
the bottom left of the screen.   

 
 

1.3. Calculation of Probability Density Functions 
 The Similarity, Likeness, and Cross-correlation coefficients are based either on a finite 
mixture distribution of the probability density functions (PDFs) or KDEs of the sample ages.  
Mixture distributions are a commonly used approach to model a population composed of two or 
more sub-populations and are used in a variety of disciplines including the physical sciences, 
medicine, economics, engineering, and the social sciences (Smith and Bartlet, 1961; Behboodian, 
1970; Everitt and Hand, 1981; Titterington et al., 1985; Lo et al., 2001; Everitt, 2005; Pearson, 
2011; Martin, 2012; Miller, 2014).  The mixture distribution (𝑓(𝑥)), calculated from n 
observations is given as  

𝑓(𝑥) =  ∑ 𝑤𝑖𝑓𝑖(𝑥)𝑛
𝑖=1 , 

(eq. 1) 
where 𝑤𝑖, the mixing proportion, is typically 1/n and must satisfy the relationship  

�𝑤𝑖

𝑛

𝑖=1

= 1. 

(eq. 2) 
In these expressions, 𝑓𝑖(𝑥) is the PDF,   

𝑓𝑖(𝑥) =  
1

𝜎𝑖√2𝜋
exp �−

1
2
�
𝑥 − 𝜇𝑖
𝜎𝑖

�
2
� , (𝜎 > 0) 

(eq. 3) 
where the mean (μ) is the mean grain age and the standard deviation (σ) is based on analytical 
uncertainty (Fig. 1A).  “The final distribution, f(x), is a legitimate probability distribution in its 
own right,” (Miller, 2014) “called the mixture density” (Pearson, 2011).  We note that this is 
broadly the same procedure introduced into the geochronological literature in the 1980s 
(Jessberger et al., 1980; Hurford et al., 1984; Dodson et al., 1988) and widely adopted to produce 
PDPs (alternatively termed Probability Density Distributions, Brandon, 1996; Fedo et al., 2003; 
Sircombe, 2004; Gehrels, 2012).  We retain the term probability density plot due to its popularity 
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within the geochronological literature and a desire to minimize introduction of multiple terms 
with the same referent.  
 Kernel density estimation is a non-parametric method of estimating a sample’s 
probability density function.  The KDE is defined as 

𝑓ℎ� (𝑥) =  �
1
𝑛ℎ

𝑛

𝑖=1

𝐾 �
𝑥 − 𝑥𝑖
ℎ � 

(eq. 4) 
where 𝑓ℎ� (𝑥) is the density estimate, h is the bandwidth (also called window width or smoothing 
parameter), K is the kernel function, and 𝑥𝑖 is the mean grain age (Silverman, 1986).  Kernel 
estimates are a special case of a general mixture density composed of n, typically identical (but 
see exceptions below) component kernels (Scott, 1992).  The kernel function can be any of a 
number of functions, including for example boxcar, triangular, or, most commonly, Gaussian 
kernels.  Selection of the kernel function is not as critical as selection of the appropriate 
bandwidth, h.  If h is too large, the KDE will be oversmoothed, resulting in loss of resolution.  
Alternatively, if h is too small, the KDE will be artificially rough and feature too many modes.  
Silverman (1986) notes that, “if the estimates are smoothed sufficiently to deal with [spurious 
noise in the tails of the estimates], then essential detail in the main part of the distribution is 
masked.”  KDEs also discard variability in uncertainties associated with data acquisition 
(heteroscedastic uncertainties); a feature that can lead to either over- or undersmoothing of the 
resultant KDE.  Several approaches have been developed to deal with the issues raised by KDEs 
including bandwidth optimization algorithms, locally adaptive, variable-bandwidth KDEs, and 
deconvolution techniques to account for heteroscedastic uncertainties (e.g., Delaigle and Meister, 
2008; Staudenmayer et al., 2008; Carroll et al., 2009; Botev et al., 2010; Shimazaki and 
Shinomoto, 2010; McIntyre and Stefanski, 2011).  We use two variable bandwidth KDEs in our 
calculation of the Cross-correlation, Similarity, and Likeness coefficients.  The first is a locally 
adaptive, variable-bandwidth KDE (LA-KDE; Shimazaki and Shinomoto, 2010).  In this model 
the local bandwidth is inversely proportional to the data density over the local sample space, 
resulting in reduced smoothing in intervals with high data density and increased smoothing over 
intervals with lower data densities.  The second is the diffusion-based adaptive bandwidth model 
of Botev et al. (2010).  This model estimates the optimal bandwidth which is then applied 
uniformly across the sample space. 
 
DZstats applies the five tests that have formed the most common basis for statistical analysis by 
the detrital geochronology and thermochronology community.  
 
1.4. Kolmogorov-Smirnov test 
 The non-parametric two-sample K-S test tests the null hypothesis that two samples are 
drawn from parent populations with the same distribution, or informally, that the variation 
between two age populations is within the expected variation assuming random sampling of a 
parent population.  It is based on the K-S statistic (D), which is the maximum difference between 
the empirical cumulative distribution functions (CDF) of the two samples (Fig. 1E), and returns a 
p-value that is inversely proportional to the confidence level at which that the two samples fail 
the hypothesis.  The D-value is calculated as  

D1,2 = supx|F1(x) – F2(x)|,  
(eq. 5) 
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where F1 and F2 are the CDFs of the two samples, constructed from n1 and n2 observations, 
respectively.  The probability (p) that the observed D-value is greater than the expected D-value 
for samples drawn from the same population is inversely proportional to the significance level at 
which the null hypothesis can be rejected and is calculated by Stephens (1970) as,  

p(Dobserved > Dcritical) = QKS (λ) = 2 ∑ (−1)𝑖−1𝑒−2𝑖2𝜆2∞
𝑖=1  

(eq. 6) 
where  

𝜆 =  ��𝑛𝑒 +  0.12 + 0.11
�𝑛𝑒

�D 

(eq. 7) 
and 

𝑛𝑒 =  
𝑛1𝑛2
𝑛1 + 𝑛2

 

(eq. 8) 
with limiting values of  

QKS(0) = 1 and QKS (∞) = 1 
 (eq. 9) 

Thus, for example, a p-value <0.05 correlates to a >95% confidence level that the two samples 
are not drawn from the same parent population. 
 
1.5. Kuiper test  
 A commonly used alternative to the two-sample K-S test is the two-sample Kuiper test 
(Kuiper, 1960; Press et al., 2007).  Like the K-S test, the Kuiper test tests the null hypothesis that 
two samples are drawn from parent populations with the same distribution.  This variant of the 
K-S test guarantees equal sensitivities for the entire cumulative distribution functions of the two 
samples, whereas the K-S test tends to be more sensitive near the median and relatively 
insensitive to the distribution tails.  The Kuiper statistic (V) is calculated from two CDFs F1 and 
F2, each constructed from n1 and n2 observations, respectively, 

1 2 2 1( ) max [F ( ) F ( )] max [F ( ) F ( )]
x x

V x x x x x
−∞< <∞ −∞< <∞

= − + −
 

(eq. 10) 
with a probability that level (p) that Vobserved > Vcritical is given by Stephens (1970) as, 

p(Vobserved >Vcritical) = QKP (λ) = 2 ∑ (4𝑖2𝜆2 − 1)𝑒−2𝑖2𝜆2∞
𝑖=1  

(eq. 11) 
where 

𝜆 =  ��𝑛𝑒 +  0.155 + 0.24
�𝑛𝑒

� V 

(eq. 12) 
and ne is defined as in equation 4. 
As with the K-S test, this is subject to the limiting conditions  

(0) 1KPQ =  and ( ) 0KPQ ∞ =  
(eq. 13) 

Similar to the K-S test, a p-value <0.05 correlates to a >95% confidence that the two samples are 
not drawn from the same parent population. 
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1.6. Similarity  
 The Similarity coefficient measures whether samples have similar modal sub-intervals as 
well as similar proportions of components in each of the modes (Fig. 1B).  Gehrels et al. (2000) 
define it as 

S = ��𝑓(𝑖)𝑔(𝑖)
𝑛

𝑖=1

 

(eq. 14) 
where f(x) and g(x) are the PDPs or KDEs and n is the interval of interest.  A value of 1 indicates 
samples that are perfectly matched both in the modes and modal proportions, while a value of 0 
indicates that the two samples share no modes or that modal proportions vary between the 
samples.   
 
1.7. Cross-correlation  
 The Cross-correlation coefficient (“PDF-crossplot R2 value”) is the coefficient of 
determination of a cross-plot of PDPs or KDEs of two samples for the same age intervals (Saylor 
et al., 2012; 2013).  This is similar to a Q-Q or P-P plot (Wilk and Gnanadesikan, 1968) with the 
exception that PDPs or KDEs, rather than CDFs, are used in the cross-plot.  For each sample, the 
relative probability for each 1 Myr interval for 0–4000 Ma was calculated and cross-plots were 
generated by plotting the relative probability for the same ages (Fig. 1D).  The result is that the 
cross-plot is sensitive not only to the presence or absence of age peaks but also changes in the 
relative magnitude or shape of the peaks.  For samples that share the same age peaks, peak 
shapes, and peak magnitudes (i.e., identical age spectra), the R2 value of the cross-plot will be 1 
while for those that share no age peaks, the R2 value will be 0.  For samples that share either 
some, but not all peaks, or have peaks of different magnitudes or shapes the R2 value of the 
cross-plot will be between 0 and 1 with a higher value for samples that are more similar.  They 
are also more sensitive to differences between samples than traditional Q-Q plots because the 
relative probability is not a monotonically increasing function.    
 
1.8. Likeness 
 Likeness (Satkoski et al., 2013) is the complement of the area mismatch (Fig. 1C, 
Amidon et al., 2005a; 2005b).  The area mismatch (M) is calculated as  

M = (∑ |𝑓(𝑖)𝑖=𝑛
𝑖=1 − 𝑔(𝑖)|)/2 

(eq. 15) 
where f(x) and g(x) are the PDPs or KDEs of sample one and two, respectively, and n is the 
interval of interest.   Likeness, L, is then 

L = 1 – M 
(eq. 16) 
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2. TWO SAMPLE COMPARE 
 

 
Figure 2.1. Overview of the Two Sample Compare window. 
   
2.1. Data input format 
Data should be organized into two comma-delimited .csv files without header rows.  In each file, 
the first column is the grain mean ages, and the second column is the 1σ or 2σ uncertainty, or 
user specified bandwidth associated with each age.   
 
2.2. Import data 
Use the “Browser” buttons on the left side of the Two Sample Compare window to browse for, 
and import, the data for each sample (Fig. 2.1).   
 
2.3. Specify the minimum and maximum interval of interest and the step interval of 
computation 
Enter the minimum age of the interval of interest in field “x min.” 
Enter the maximum age of the interval of interest in the field “x max.” 
Enter the step interval of computation in the field “x interval.”   
Interval fields are located to the right the “Browser” buttons for each sample (Fig. 2.1). A larger 
interval of computation allows more rapid computation, but decreases resolution. 
For example, in the figures below, one sample was plotted with a step interval of 1 Myr (red) or 
100 Myr (blue) (Fig.2.2). 
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Figure 2.2. Comparison of the same sample plotted with a step interval of 1 Myr (red, top) or 100 
Myr (blue, bottom). 
 
2.4. Plotting individual samples 
Individual samples can be plotted using the “Plot” button above that samples file pathway 
(Fig.2.3).  
 
2.5. Plotting two overlaid PDPs or CDFs 
The “Overlay” button will overlay the sample PDPs or KDEs, and CDFs with error in the three 
fields below the button.  Note that the scale for the overlay graph is automatically adjusted to 
match the desired interval of interest (Fig. 2.3). 
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Figure 2.3.  Two Sample compare showing the two samples “Pullen_Trial_1.csv” and 
“Pullen_Trial_2.csv” plotted individually and overlaid.  
 
2.6. Calculating similarity statistics 
Apply all of the statistical tests and populate all of the fields by selecting the “Calculate 
Statistics” button.   

 

 
Figure 2.4. Results of statistical analyses appear in windows below the respective test names.  
Results can be exported as a table using the “Export Spreadsheet” button (see Fig. 2.5.). 
 
2.7. Exporting statistical data 
Export all statistical data to a table by selecting the “Export Spreadsheet” button.  This opens a 
dialogue window to save the calculated statistics as an Excel spreadsheet.  
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Figure 2.5. Results of the “Export Spreadsheet” function.  Results can be saved as a 
spreadsheet for further analysis.  
  

2.8. Exporting graphs 
Export the graphs by selecting the “Export Graphs.”  Graphs can then be saved in a variety of 
formats, including jpg, tiff, bmp, ai, pdf, png etc.  
 
  



13 
 

3. INTERSAMPLE COMPARE 
 
Figure 3.1. Overview of the 
Intersample Compare 
window for A) Probability 
Density Plots or B) Kernel 
Density Estimates or Locally 
Adaptive Kernel Density 
Estimates. 
 
 
 
 
 
 
 
 

A  

B

3.1.  Data import format 
Data should be organized into a single comma-delimited .csv file without header rows.  In each 
file, each sample is represented by a pair of columns where the first column is the grain mean 
ages, and the second column is the 1σ or 2σ uncertainty, or user specified bandwidth associated 
with each age. 
 

EXAMPLE: To compare four samples, the import .csv file should contain eight columns 
with columns 1, 3, 5, and 7 containing the mean grain ages, and columns 2, 4, 6, and 8 
containing the grain 1σ uncertainty.  Sample 1 would then occupy columns 1 and 2, 
Sample 2 would occupy columns 3 and 4, Sample 3 would occupy columns 5 and 6, and 
Sample 4 would occupy columns 7 and 8.  

 
3.2.  Import data 
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Use the “Browser” button to browse for, and import, the data.   

 
Figure 3.2. The “Browser” button can be used to find and import the data file which is 
automatically inserted into the import data file line.  

 
3.3. Specify the minimum and maximum interval of interest and the step interval of 
computation 
Enter the minimum age of the interval of interest in field “x min.” 
Enter the maximum age of the interval of interest in the field “x max.” 
Enter the step interval of computation in the field “x interval.”  A larger interval of computation 
allows more rapid computation, but decreases resolution. 
 
3.4.  Plotting multiple samples 
Individual samples can be plotted using the “Plot” button below that samples file pathway.  
 

 
Figure 3.3. Result of importing 4 samples and plotting them (using the “Plot” button) over the 
range 1-3,000 (x-min = 1, x-max = 3,000) with a step interval of 1 Myr (x-interval = 1). 
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3.5.  Apply individual statistical tests to all analyses from multiple samples 
Each test can be applied to all samples by selecting the button labelled with the test name.  This 
also opens and populates a table with the results of the test.  Data can be copied and pasted to a 
standard spreadsheet software package such as Excel. 

 

 
Figure 3.4. Individual statistical tests and export functions are selected and applied using the 
buttons at the bottom of the Intersample Compare window (PDP Intersample Compare shown 
here).   
 

EXAMPLE: The sample entered in the import data file in columns 1 and 2 (“Sample 1”) 
is in row 1 and column 1 in the output table (Fig. 3.5).  The sample entered in columns 3 
and 4 (“Sample 2)”) is in row 2 and column 2, etc. 
 

 
Figure 3.5. Result of pressing the “Cross-
correlation” button (see Fig. 3.4.). 
 

3.6.  Apply all statistical tests to all analyses from multiple samples 
To obtain the results of all statistical tests select the, “Run all tests and save as Excel 
spreadsheet,” button.  Save the .xls file in the desired location using the pop-up browser window.  
The spreadsheet will contain the output of each of the statistical tests applied to all sample pairs 
in a single worksheet.   
  
3.7.  Exporting PDPs, KDEs, LA-KDEs or Bandwidths to spreadsheets 
Probability density functions, kernel density estimates, and kernel band widths can all be 
exported as Excel spreadsheets by selecting the appropriate buttons.   
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EXAMPLE: In the exported spreadsheets, Ages (x-axis in figure 3.3) are in column 1, 
while the relative probability (y-axis in figure 3.3) for Sample 1 is in column 2, Sample 2 
is in column 3, etc.  

 
3.8.  Exporting graphs 
Export the graphs by selecting the “Export Graphs.”  Graphs can then be saved in a variety of 
formats, including jpg, tiff, bmp, ai, pdf, png etc. 
 
3.9. Analysis bandwidths 
The KDE and LA-KDE Intersample Compare modules will also calculate and display the 
bandwidths used in the kernel density estimation (Fig. 3.3, 3.6).  The KDE Intersample Compare 
will display each of the bandwidths used for each sample (Fig. 3.6A), while the LA-KDE 
Intersample Compare module will display a scrolling window with the bandwidth applied at each 
of the selected x-intervals (Fig. 3.6B)  

A    B 

 
Figure 3.6 A) Optimized kernel bandwidths for the kernel 
density estimates of the four samples shown in figure 3.3. 
B) Local optimized kernel bandwidths for each Myr (1-19 
shown in the figure) for each of the four samples (only 
sample 1 shown in the figure) shown in figure 3.3. 
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4. SUBSAMPLE COMPARE 
 

Figure 4.1. Overview of the Subsample Compare module window showing the import data 
pathway.  This setup will apply the statistical tests to analyses between 1 and 4000 Ma.  It is 
setup to draw 20 random subsamples from each of the four datasets in the import file and repeat 
the process 5 times.   
 
4.1. Data import format 
The data import format is the same as for “Intersample Compare.”  Data should be organized 
into a single comma-delimited .csv file without header rows.  In each file, each sample is 
represented by a pair of columns where the first column is the grain mean ages, and the second 
column is the 1σ or 2σ uncertainty, or user specified bandwidth associated with each age. 
 

EXAMPLE: To compare four samples, the import .csv file should contain eight columns 
with columns 1, 3, 5, and 7 containing the mean grain ages, and columns 2, 4, 6, and 8 
containing the grain 1σ uncertainty.  Sample 1 would then occupy columns 1 and 2, 
Sample 2 would occupy columns 3 and 4, Sample 3 would occupy columns 5 and 6, and 
Sample 4 would occupy columns 7 and 8. 

 
4.2. Import data 
Use the “Browser” button to browse for, and import, the data. 
 
4.3. Specify the minimum and maximum interval of interest and the step interval of 
computation 
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Enter the minimum age of the interval of interest in field “x min.” 
Enter the maximum age of the interval of interest in the field “x max.” 
Enter the step interval of computation in the field “x interval.”  A larger interval of computation 
allows more rapid computation, but decreases resolution. 
 

EXAMPLE: In figure 4.1 the lower bound on the interval of interest is 1 Ma (“x min”), 
the upper bound is 4000 Ma (“x max”), and the step interval is 1 Myr (“x interval”). 

 
4.4. Specify the number of ages to be randomly drawn from each sample 
Enter the number of ages (“n”) to be randomly drawn from each sample in the field labelled, “n 
random subsamples.”  Because the same number of ages will be drawn from each sample, THIS 
NUMBER CANNOT EXCEED THE MAXIMUM SIZE OF THE SMALLEST SAMPLE SET.  
 

EXAMPLE: In figure 4.1 the number of analyses to be randomly drawn from each 
sample is 20 (“n random subsamples”). 

 
4.5. Specify the number of trials to conduct 
Enter the number of times that n grains will be drawn in the field labelled, “t number of trials.”   
 

EXAMPLE: In figure 4.1 the number of analyses to be randomly drawn from each 
sample is 5 (“t number of trials”). 

  
4.6.  Plot trial 1 
Plot the first trial (of n trials) to ensure that data was loaded correctly prior to applying statistical 
tests.  
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Figure 4.2. Plot of 1 trial of subsampling 300 random grain ages from the 4 detrital datasets 
loaded in figure 4.1.  These plots provide confirmation that data was loaded and subsampled 
correctly before applying the statistical tests which can take several minutes depending on the 
number of subsamples and trials.   
 
4.7. Apply individual statistical tests to multiple subsets of analyses from multiple 
samples 
Each test can be applied to all samples by selecting the button labelled with the test name.  This 
also opens and populates a table with the results of the test.  Data can be copied and pasted to a 
standard spreadsheet software package such as Excel.  For each test, the mean and standard 
deviation of the metrics will be returned based on applying the statistical metric to t trials of n 
random age draws. 
 

EXAMPLE: The sample entered in the import data file in columns 1 and 2 (“Sample 1”) 
is in row 1 and column 1 in the output table.  The sample entered in columns 3 and 4 
(“Sample 2)”) is in row 2 and column 2, etc. 
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Figure 4.3. Example of the output of one of the statistical tests 
as the result of application of statistical tests 5 times to 200 
random subsamples of four samples.  The output includes both 
the mean statistical values and their standard deviation.  

 
4.8. Apply all statistical tests to multiple subsets of analyses from multiple samples 
To obtain the results of all statistical tests select the, “Run all tests and export spreadsheet,” 
button.  This will apply all statistical tests and open a “Save file” dialogue box when finished.  
Save the .xls file in the desired location using the pop-up browser window.  The spreadsheet will 
contain the mean, standard deviation, minimum, and maximum of each of the statistical tests 
applied to all sample pairs in a single worksheet. 
 
4.9. Exporting graphs 
Export the graphs by selecting the “Export Graphs.”  Graphs can then be saved in a variety of 
formats, including jpg, tiff, bmp, ai, pdf, png etc. 
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